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1 Introduction

1.1 PROJECT STATEMENT
The goal of the VR for Microsurgery team is to create an interactive microsurgery simulation in a virtual reality environment. We will be making use of the HTC Vive virtual reality headset in order to display a fully interactive simulation to the user. The users will have the opportunity to train themselves on over a microsurgical procedure as well as to run test simulations that assess his or her performance during the simulation. These simulations will allow a surgeon in training to develop the skills and practice the techniques necessary for performing microsurgical procedures all while being immersed in a realistic and interactive virtual environment.

1.2 PURPOSE
Currently, most microsurgical training falls into one of two camps. The first is training performed in a physical environment. This type of training is highly common and typically involves the trainee practicing and performing microsurgical procedures under an operating microscope. Generally, these training procedures are performed on either mannequins or non-living animals. Training in this way has both pros and cons. On the positive side, it allows trainees to practice using a real operating microscope and with real microsurgical instruments, the same kind they will be using in the field. It also allows for the user to have the tactile sensation of interacting with real or synthetic blood vessels, nerves, and tissue. On the other hand, training in a physical environment has its drawbacks, most notably cost. Operating microscopes are incredibly expensive as are mannequins. On top of that, this sort of physical training is limited in its ability for a person to gain feedback or review his or her performance.

The second type of microsurgical training that is performed is training conducted in a virtual environment. This is the type of training method our team plans to develop. While various virtual training simulators have been developed in the past, they have suffered from some significant flaws that have limited their effectiveness—flaws we intend to overcome. The first and most significant flaw these existing technologies have is a lack of realism in their simulation. Until very recently, the technology did not exist that could effectively render a realistic surgical environment while being able to effectively receive input from a user and provide realistic feedback. The second problem many previous attempts at virtual reality simulations faced was cost. Until recently programmable virtual reality devices were not commercially available at a large scale. Developers were frequently forced to develop their own tools, adding to their cost.

We feel we are in a unique position to overcome many of the issues other forms of microsurgical training face. For starters, with the advent of programmable virtual reality headsets (like the HTC Vive), the cost of creating a virtual training simulator has dropped
dramatically just in the last few years. On top of this, huge strides have been made recently in the ability to create and render near photo-real environments in a virtual space, and computational power has increased to the point that interacting with these environments requires far less specialized equipment. Our product would also solve the problem that most hands-on training environments face, where in getting feedback and reviewing the performance of a trainee is very difficult. In our system, instructors would have the ability to see a trainee’s procedure in real time on an external display as well as have the ability to review a recorded version of the procedure. The system will also allow a user to test themselves by performing a procedure and receiving graded feedback from the system. All of these benefits will allow our tool to be both cost effective and useful for training microsurgical procedures.

1.3 Goals
1) Create an interactive microsurgery simulator in a virtual reality environment
2) Provide a framework to allow implementation of microsurgery training lessons for a variety of surgical procedures
3) Develop recreatable test simulations that provide feedback for surgeons on their performance during a procedure simulation

2 Deliverables
2.1 First Semester Deliverables
- Interactive virtual environment
  - All models created/obtained
  - All models and elements placed in the virtual environment
  - Environment is able to be interacted with while using the HTC Vive headset and controllers
- Design diagram of how the simulator will be implemented
- Finalized Project Plan
- Finalized Design Document

2.2 Second Semester Deliverables
- One complex operation implemented from start to finish
- UI accessible and functional from main menu to end of simulation
- Performance metric system implemented
- User-friendly system in place to practice short, isolated procedures under varying conditions (e.g. practice a specific incision with more relaxed accuracy judgement)
- Allow second user perspective during operations/replays
- Updated design document
- Instructor review functionality implemented
- Testing completed
3 Design

Include any/all possible methods of approach to solving the problem. Discuss what you have done so far. What have you tried/implemented/tested etc. We want to know what you have done.

3.1 SYSTEM SPECIFICATIONS

The system we are designing is an attempt to create a virtual environment capable of assisting in the training of microsurgical procedures. For our project, the user will be able to perform a complex, microsurgical procedure on a virtual eyeball from start to finish using an HTC Vive. The system will walk a user through a simulated cataract surgery. The user will interact with accurately modeled eyes, microsurgical tools, and surgical microscope. While one user is in the simulation, a second user will have the ability to view or replay the simulation from a separate perspective in order to review and evaluate the procedure. Simulations will also implement a performance metric system in order to give real time and post simulation grades and evaluations of the simulated procedure.

3.1.1 Non-functional
Due to the intensity of VR simulations, certain resource, timing, and usability constraints must be met by the system:

- Minimize motion sickness with a consistently high output frame rate (> 90fps)
- Adhere to realistic procedure timelines to simulate real-world operating pressures
- Deliver haptic feedback at appropriate times - early/late haptics can lead to confusion and improper reflex building
- Reconstruct and replay recorded procedures in a timely manner to encourage performance reviews and metrics

3.1.2 Functional
In order to exceed the capabilities of other existing solutions while maintaining low costs and ease-of-access, this system must meet several requirements, namely:

- Accurately simulate a full operating environment including tools, lighting, and patient monitors
- Recreate common microsurgery procedure with timing constraints, limited available resources, and realistic failure consequences
- Provide an intuitive recording/playback environment for grading and performance metrics
- Deliver realistic haptic feedback to help build muscle memory
- Create an extendable platform for microsurgical training on multiple different organs
3.2 PROPOSED DESIGN/METHOD

For the design of this project we have decided to focus on creating a simulation for one type of microsurgery, namely cataract surgery, as well as develop the systems surround the surgery simulation. These systems include the ability to effectively and believable interact with the models in the environment, record and replay a previously attempted simulation, automatically grade and evaluate user performance of a procedure, and develop an intuitive user interface for the system as a whole.

3.3 DESIGN ANALYSIS

So far we have been working to develop the systems and models that the user will be interacting with during the simulation. After some trial and error, and multiple concept redesigned we believe we are at a point where we can effectively interact with our eyeball model and allow its sections to have realistic physics in order to give the user accurate feedback. While we do foresee minor hurdles in terms of how realistically we can get the model to behave, we believe our current implementation will ultimately be effective.

Outside of the progress we have made on effective interaction with our models, we have also created or purchased nearly all of the models we will be using for our simulations, including the eyeball model we will be operating on, tools we will be using to perform the operation, and other items that exist inside the surgery room. As work continues we will continue to develop the remaining models that we need, and work to effectively rig and interact with our existing models.

We have also been able to develop the system we will be using to record and replay a procedure. We still need to work to improve the performance of the system when recording and we need to implement the recording and replay abilities into our user interface.

Finally, we have made strides in the user interface we are developing for the system. Parts of the UI have already been developed including the menu for changing the tool a user is using during a procedure, and the home screen for the system. As we progress we will continue to implement UI features to interact with the system we develop.
4 Testing/Development

4.1 INTERFACE SPECIFICATIONS

Discuss any hardware/software interfacing that you are working on for your project. This section is decided by team advisor/client.

4.2 HARDWARE/SOFTWARE

For our testing phase we will be utilizing the computer stations inside the Virtual Reality Applications center. These computers have the graphics capabilities to run the programs that we will be taking advantage of throughout the project. Also inside the Virtual Reality Applications Center, we will be using the HTC Vive for testing purposes of this project. The Vive provides us with perfect opportunities to see how our product is operating in a real environment and gives us the ability to fix anything on site. We will be using Unity3D in order to run our product on the HTC Vive. Many of our test cases will rely on being able to function in the virtual reality space through the HTC Vive and fixing any errors inside of Unity.

4.2 PROCESS

The majority of our testing will focus around the ability to provide life-like and real training for surgeons. The feel and the look of the operating room will be tested to provide the surgeon with the feeling of being in an actual operating room. Testing of different scenarios for failure and success will be tested by using the Vive and conducting an operation. Throughout the operation, making sure that correct cuts provide the correct outcomes will be a large part of what will make this project successful. Teaching incorrect cuts on a cataract surgery could prove disastrous in a real world situation. Thorough testing of the recording/playback environment for grading and performance metrics will also be completed through the Vive. Extensive testing on the location of cutting, stitching, and other surgical operations will be a large concern for us. Accurate locations will be needed for grading the surgeon and the overall success of the operations. These tests will also be conducted using the HTC Vive by making surgical actions on a body part and then seeing what feedback the Vive has given to Unity3D in relation to where we believe the actual location is. The overall testing process will largely focus on how smoothly the operation feels in the HTC Vive environment and how much information we can track and give as feedback for the surgeon in order to make them better.
5 Results

This semester we have tried many different ways to accomplish our goal and we have also been able to successfully implement a few different utilities into our project that we will continue to expand on and make better next semester.

Our biggest roadblock has come from finding the best way to simulate cutting of the eye in the virtual reality world so that it seems realistic and does not constrain the user too much. We originally knew this part of the project would be difficult, but while talking with our adviser and two graduate students who have helped guide us, it became much more apparent how difficult it actually is. Our initial plan was to implement the ability to cut the eye in real time and be able to manipulate the pieces at the same time. After some initial testing of this, we found this may be too difficult. We talked with the graduate students, and they set us up to meet with Vijay, a faculty member working in the VRAC department. We explained our problem to him as best we could and talked about using volumetric data to work on our problem as this is what he is fairly specialized in. He informed us that if we were to go that route, we would need to devote a lot more time to this project than we currently have available, even going til May. This was clearly not the best solution for our project, so we had to go back to the drawing board.

After this meeting we found an asset in the Unity store that we hoped would be useful in accomplishing our goal without needing too much work. However after playing around with it a good bit we found that it is still too much in its infancy to be what we need for cutting the eye, however it may be useful for the liquids involved. We currently have another asset that we are researching that we believe may be more receptive to what we need for cutting. However while we research this we have decided to continue to work with the tools we have in order to cut the eye in a receptive manner.

Other goals of ours that we have been working to simulate in the environment is the use of a microscope in microsurgery, modeling tools created in blender that mimic the tools doctors use in surgery and then implementing them into the unity scene, we also have started working towards allowing the ability to replay past trainings, there is a homepage that you can decide what feature you want to use, and we are also working towards a multi-user space where an instructor and trainee may work together. All of these have been going fairly smooth and shouldn’t take too much more time to be finished. Another larger goal we have and hope to include by the end of our project will be the ability to measure how well a trainee accomplishes the surgery with respect to a metric-based system.
6 Conclusions

Throughout the last few months, we have been putting together the beginnings of our training system. This has brought to light several issues that we realized we would need to solve. Some of which include accurately manipulating meshes as if they were a real world object. The Unity game engine has a lot of restrictions and limitations when trying to simulate this interaction. However, being that we have begun working early, we have been able to understand the pitfalls and shortcomings of this system.

We created a temporary environment in which the surgery would take place, started to implement the physics involved in the process of performing a surgery, implemented the start to a recording system, created/acquired realistic models for the organs and tools used in the surgery, and added a simple microscope system.

With all of these things, we can be able to make a microsurgery simulation that is accurate and educational for anyone practicing microsurgery. This system will allow users to understand the process involved and practice their skills in an environment that is far more accessible and reliable than anything that was available in the past. With what we have done so far, when we put all of these things together, it will provide a basic system and a proof-of-concept for us that will confirm that our approach can and will work.

By taking each of the major features of our system one by one and implementing a proof-of-concept system for it, we can be able to solve a large majority of the problems early on and then focus our drive towards making those features more polished and accurate to the surgery. By taking this approach, we can be sure to address any major issues early on and have enough time to do research and devise a plan to get around those issues should they arrive.
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